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Abstract—In recent years, variants of denial of service (DoS) attacks that use low-rate traffic have been proposed, including the Shrew attack, reduction of quality attacks, and low-rate DoS attacks against application servers (LoRDAS). All of these are flooding attacks that take advantage of vulnerability in the victims for reducing the rate of the traffic. Although their implications and impact have been comprehensively studied, mainly by means of simulation, there is a need for mathematical models by which the behaviour of these sometimes complex processes can be described. In this paper, we propose a mathematical model for the LoRDAS attack. This model allows us to evaluate its performance by relating it to the configuration parameters of the attack and the dynamics of network and victim. The model is validated by comparing the performance values given against those obtained from a simulated environment. In addition, some applicability issues for the model are contributed, together with interpretation guidelines to the model’s behaviour. Finally, experience of the model enables us to make some recommendations for the challenging task of building defense techniques against this attack.
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I. INTRODUCTION

AFTER many years of research and work in the field of network communications, denial of service (DoS) attacks remain an unsolved problem. These are attacks aimed at either making a system unavailable or simply reducing the quality of the service provided. Although there are many strategies for launching such attacks [1], most can be classified as either vulnerability or flooding [2], [3]. Vulnerability attacks are those intended to send a specially crafted message to the victim. This message exploits a certain vulnerability and is able to make the victim crash or hang. Flooding attacks, on the other hand, try to send to the victim a traffic rate that exhausts one or more resources, such as links bandwidth, CPU resources, memory, or connections buffers. In this kind of attack, the messages may be identical to those that legitimately use the service. Obviously, some DoS attacks can be classified in both categories, as they exploit a vulnerability at the same time as they send a flooding of traffic against the victim.

Flooding attacks have traditionally been carried out by means of recruiting enough resources to send a rate of traffic to the victim that is high enough to exceed its capabilities. However, some variants of these attacks that have appeared recently are carried out by using low-rate traffic. One of the first to use this approach was the Shrew attack against the TCP protocol [4], followed by others such as reduction of quality attacks against end systems [5] or load balancers [6], and the low-rate DoS attack against application servers (LoRDAS) [7], [8]. These attacks have been evaluated [9], and various defense techniques have been proposed [10]–[14].

Due to the complexity involved in modeling these attack processes, there have been few proposals for analytical models by which their performance can be evaluated. The traditional tool used to assess attack techniques and defenses has been that of simulation. This fact represents a drawback in the study of DoS attacks, as their behavior must be clarified for a wide variety of scenarios, and even by means of simulation it would be extremely expensive to evaluate all of them. This problem has been discussed recently by some authors, e.g., [15], who proposed using mathematical models to study DoS attacks.

In this paper, we are interested in studying the LoRDAS attack [7], [8], which targets generic application servers in the Internet. This attack is an evolution of the low-rate DoS attack against iterative servers [16], and extends its capabilities to concurrent systems. In essence, the attack takes advantage of the capacity to forecast the instants at which the responses to incoming requests for a given service occur. This will allow us to schedule an intelligent transmission in such a way that the target server becomes busy the most time in attending our petitions instead of those from legitimate users. The actual availability of the service is thus reduced, while the data rate is adjusted to avoid potential defense mechanisms deployed against high-rate DoS attacks at the server side.

A mathematical model for this kind of attack is contributed in the paper. By means of it, the effects of the attack can be analyzed for several scenarios, and its basic parameters tuned to optimize its performance. The results obtained will be contrasted with the values obtained from a simulation environment and some guidance is given on the applicability of this model. On the basis of the information provided by the model, we make some observations on possible defense techniques.

The paper is structured as follows. In Section II, we review the fundamentals of the LoRDAS attack. After that, a framework for evaluating the performance and its mathematical model is contributed. For this purpose, in Section III, the indicators used to evaluate the performance of the attack are specified, while the main concepts and the methodology used in the evaluation are presented in Section IV. From this, the estimation of the available time is dealt with in Section V, and based on that, a mathematical model for each of the performance indicators is proposed in Section VI. After that, Section VII presents the
II. LoRDAS ATTACK FUNDAMENTALS

The LoRDAS attack consists of sending attack packets in an intelligent way to the server, in order to achieve DoS with relatively low-rate traffic. The reduced traffic rate may enable the attacker to bypass possible security mechanisms that detect high-rate traffic flows and also to carry out the attack with a considerably lower consumption of resources.

In what follows, only the fundamentals needed to derive the mathematical model proposed in the rest of the paper are highlighted. For further information, the details of the LoRDAS attack can be found in [8] and [16].

We assume a server with a single application which has a finite queue where incoming requests are received (service queue). Once a service request arrives, it has to wait for its turn to be served by the corresponding application process or thread. When extracted from the queue, a new position is available for a new incoming request. In this case, we say that a position has been issued or freed in the server. Then, the corresponding process or thread serves the request during a so-called service time, $T_s$.

This model can be easily extended to more complex servers using the guidelines in [8], thus representing either a typical standalone server, or a farm of servers, or even servers in a content distribution network [17].

The attack is launched by executing consecutive attack periods against a victim server, an attack period being a waveform that consists of ON–OFF sequences of attack messages. The aim of this mechanism is to keep the service queue of the target application server completely full of requests coming from the attacker, so that any new incoming request sent by legitimate users is discarded, thus generating a DoS.

The attack waveform, represented in Fig. 1, is characterized by the following parameters:

1) **Interval** ($\Delta$): the period of time between the sending of two consecutive attack messages during the activity interval.
2) **Ontime phase** ($t_{\text{ontime}}$): the activity interval during which an attempt to acquire a freed position in the service queue is made by emitting attack messages at a rate given by $1/\Delta$.
3) **Oftime phase** ($t_{\text{oftime}}$): the inactivity interval before on-time in the attack period, and during which there is no transmission of attack packets.

The key strategy of the LoRDAS attack is to forecast the instants at which any free position is issued in the service queue, and scheduling attack periods in such a way that the packets sent during each ontime phase reach the server around these instants. Ideally, if the prediction is exact, the ontime phase will consist of a single attack packet, which is able to acquire the freed position in the service queue. Thus, the better the prediction, the lower the required rate of the attack traffic.

References [7], [8], and [16] discuss the different methods used by the attacker to estimate the instants at which free positions are issued in the queue. The attacker mainly sends requests and waits for the corresponding answers. Under certain conditions, an analysis of the time between a request and its answer may make it possible to deduce the service time involved in serving the request. Hopefully, all identical requests to this are going to have the same $T_s$. However, changes can appear mainly due to variances in the server and in the round-trip time to reach it from the attacker. We will denote these variances by $\text{Var}$. For this reason, applying the central limit theorem, the observation of the service time from the attacker is modeled in [16] as a normal distribution

$$T_s = N(T_s, \text{Var}). \quad (1)$$

As well as the sequence of attack periods, the intruder uses another mechanism in the attack. This consists of sending another attack message every time an answer is received. The aim of this mechanism is to reduce the amount of time that a position in the service queue is free when the messages of the corresponding attack period fail in acquiring it. These additional requests are termed reply attack messages.

Note that, with an appropriate configuration, there could be no differences between this kind of attack and high rate DoS flooding attacks. Thus, LoRDAS can become a brute-force attack if $t_{\text{oftime}}$ tends to 0 and $\Delta$ is decreased enough [8]. However, the LoRDAS attack is capable of executing the attack periods in an intelligent way so that the traffic arriving at the server is observed as a low-rate flow ($t_{\text{ontime}}$ short and $\Delta$ sufficiently long). In addition, LoRDAS could be tuned to selectively acquire not all the positions in the service queue, thus afflicting only a partial DoS to the server. In this case, there is a trade off between the traffic rate used against the server and the efficiency obtained by the attack.

III. PERFORMANCE INDICATORS FOR THE ATTACK

To evaluate the performance of the LoRDAS attack, the following indicators are suggested:

1) **Availability**, $A$: this is the ratio between the number of legitimate user requests served by the server, and the total number of requests sent by these users.
2) **Client success probability**, $C$: it is the probability for a legitimate user to acquire a free position in the service queue during an observation period. It is related to the amount of time during which at least one free position in the service queue is available. Although both $A$ and $C$ are measures of the efficiency, the latter is independent from the user traffic pattern.
3) **Overhead**, $O$: ratio between the traffic rate generated by the intruder and the maximum traffic rate accepted by the server.

The aim of the attack, in terms of the above-defined indicators, is to minimize the availability of the service ($A$). This task can be achieved by minimizing the client success probability, which reduces the probability of a legitimate user acquiring a position in the queue. Additionally, the attacker should try to minimize...
the overhead \((O)\), thus making the attack less detectable by intrusion detection systems while consuming fewer resources.

IV. PRELIMINARY CONCEPTS AND METHODOLOGY

Our mathematical model intends to analytically relate the above indicators with the design parameters of the attack \((\Delta, t_{\text{entime}}, \text{and } t_{\text{offime}})\), and the network and server dynamics. The aim here is to build a powerful tool to both evaluate the performance of the attack and tune its optimal operation point. This is of vital importance for the attacker, since choosing the design parameters is a trade off between the damage that the attack can inflict on and the resources required for that.

Before setting out to develop the model, several useful concepts are defined.

1) **Occurrence probability function for an answer** \(j\), \(f_j(t)\):
   Given a request \(j\) that is being served, \(f_j(t)\) is the function that represents the probability that its corresponding answer is being produced by the server at the instant \(t\). Note that, as argued in [8], this function corresponds to the distribution of a normal variable [see (1)], whose mean value is forecasted by the intruder for each request \(j\) as the attack is being struck.

2) **Superposition distance**, \(s\):
   It is defined for two different functions \(f_j(t)\) and \(f_{j+1}(t)\), corresponding to the consecutive answers \(j\) and \(j + 1\), as the time distance between the mean values of \(f_j(t)\) and \(f_{j+1}(t)\). The superposition distance \(s\) is a random variable whose distribution is \(g(s)\).

3) **Section**:
   It is the elapsed time between the start of each ontime phase corresponding to two consecutive attack periods. Note that the duration of a section corresponds to the value of \(s\).

4) **Available time**:
   It is the amount of time during which at least a free position in the service queue is available for an observation period \(T\).

5) **Available time for a section of duration** \(s\), \(T_A(s)\):
   It is the mean value of available time generated during any section of duration \(s\).

For the development of the mathematical model, a two-stage procedure is followed. First, \(T_A(s)\) is estimated. Then, an expression for each of the three performance indicators is proposed based on \(T_A(s)\).

In order to estimate the value of \(T_A(s)\), we use an integration methodology that considers the mean value depending on the instants at which the answers are generated by the server. An example can illustrate this methodology. In Fig. 2, we can see a scenario in which a section between attack periods, each one with a single attack message (for simplicity), is represented. The section is delimited by two attack packets that arrive at the server at instants \(t_1\) and \(t_2\), respectively. We assume that, at instant \(t_1\), the service queue is full of requests.\(^1\) The probability for the generation of an answer is represented by \(f(t)\). In order to calculate the mean estimated value for \(T_A(s)\), we integrate all the possible values, which are \((t_2 - t)\), \(\forall t \in (t_1, t_2)\)

\[
T_A(s) = \int_{t_1}^{t_2} (t_2 - t) \cdot f(t) \, dt. \tag{2}
\]

This methodology should be applied to all the answers generated during an observation period \(T\). Thus, for every section, we integrate the contributions of all the occurrence probability functions in \(T\). As the different sections do not overlap (see Fig. 3), the total available time for \(T\) is the sum of the contributions in every section.

V. ESTIMATION OF THE AVAILABLE TIME FOR A SECTION

Following the proposed methodology, we now extend the basic example in Fig. 2 to a scenario that considers a generic section \(j\), delimited by the occurrence probability functions \(f_j(t)\) and \(f_{j+1}(t)\) (see Fig. 3). The attacker will send messages which will reach the server around the instants estimated for the generation of the answers (mean values of \(f_j(t)\) and \(f_{j+1}(t)\)). In Fig. 4, we can see these functions as well as the attack messages that belong to the corresponding attack periods.

In this scenario, we define certain calculation points. A calculation point \(a_i\), \(i \in [1, 2, \ldots, n]\) appears for every attack message trying to acquire a position freed by the answer with

\(^1\)In [8], we discuss how this can be accomplished by the attacker in the initial stages of the attack.
a generation probability \(f_j(t)\). In a similar way, the calculation points \(d_i, i \in [1, 2, \ldots, n]\) appear at the instants at which the attack messages associated to \(f_{j+1}(t)\) arrive. Moreover, two additional calculation points, \(a_0\) and \(d_0\), are defined at a distance \(\text{RTT}\) (mean value of the round-trip time between the server and the intruder) before \(a_1\) and \(d_1\), respectively: \(a_0 = a_1 - \text{RTT}\), \(d_0 = d_1 - \text{RTT}\).

From the calculation points, we will define a set of nonoverlapping calculation intervals, \(T = \{A, B, C, D, E, F, G\}\), as depicted in Fig. 4, which will be used for applying the integration methodology separately, as explained below.

For the intervals, \(A, B, F,\) and \(G\), the upper and lower bounds are fixed: interval \(A \Rightarrow (-\infty, a_0)\), interval \(B \Rightarrow (a_0, a_1)\), interval \(F \Rightarrow (a_1', d_0)\), and interval \(G \Rightarrow (d_1', \infty)\).

On the other hand, depending on the size of the section \(s\), the bounds of the intervals, \(C, D,\) and \(E\) vary, and it could even happen that a given interval does not exist. Interval \(D\) comprises \((a_n, d_0)\), and only exists if \(d_0 > a_n\). Interval \(E\) exists only if \(d_1' > a_n\) and its upper bound is \(a_1'\), while the lower bound is \(\varphi_E = \max(a_0, a_n)\). Finally, interval \(C\) comprises \((a_1, \varphi_C)\), where \(\varphi_C = \min(a_1', a_n)\).

Finally, note that every interval could be composed of one or more time divisions, which are delimited by the calculation points within the interval.

A. Methodology

To ease the estimation of \(T_A(s)\), we evaluate it by separately considering three different contributions.

1) Contribution of the section boundary answers: First, we will estimate \(T_A(s)\) as if only the answers \(j\) and \(j+1\), which delimit section \(j\), are generated during the attack process. The studied section is that defined by these two answers. This scenario is that represented in Fig. 4. The value of this contribution is denoted by \(T_A^{BA}(s)\).

2) Contribution of the rest of answers: Next, we extend the previous estimation of \(T_A(s)\) to a scenario in which many answers from the server are considered. Then, we estimate the contribution of the answers other than \(j\) and \(j+1\). The value of this contribution is denoted by \(T_A^{RA}(s)\).

3) Contribution of reply attack messages: This last contribution is given by the arrival of reply attack messages during the considered section, which are generated as a response to answers other than \(j\) and \(j+1\) (section boundary answers). Reply attack messages associated with answers \(j\) and \(j+1\) are considered in the first contribution.

The estimated values for \(T_A(s)\) given by the first two contributions will be modified by considering the third contribution. We denote the modified contributions as \(T_A^{BA}(s)\) and \(T_A^{RA}(s)\). Then, the final value for \(T_A(s)\) is computed as the sum of the two first contributions after being modified: \(T_A(s) = T_A^{BA}(s) + T_A^{RA}(s)\).

In the following, we detail the procedure for estimating these three different contributions to \(T_A(s)\).

B. Contribution of the Section Boundary Answers

For this contribution, we will focus on the scenario depicted in Fig. 4. \(T_A^{BA}(s)\) will be estimated by separately applying the integration methodology previously highlighted for the intervals that constitute the section, that is, \(C, D,\) and \(E\). Let \(T_A(s)\) be the contribution in interval \(i \in \{C, D, E\}\). Then,

\[
T_A^{BA}(s) = \sum_{i \in \{C, D, E\}} T_i^A(s).
\]

Let us focus in a time division delimited by two generic calculation points \(a\) and \(b\) within the section. As we are now considering only the possible occurrence of the answers \(j\) or \(j+1\), when a contribution to the available time is generated, the following cases may have happened: 1) only one answer occurs during \((a, b)\) (we will refer to this as scenario \(U\)—unique answer) and 2) two answers occur during \((a, b)\) (scenario \(\overline{U}\)).

Let \(t_A^U(t)|^b_a\) be the mean value of the contribution to the available time during the interval \((a, b)\) if scenario \(k\) is considered and at least one of the answers occurs at instant \(t\). We are now interested in evaluating the values \(t_A^U(t)|^b_a\) and the associated probabilities of occurrence for scenarios \(U\) and \(\overline{U}\).

Regarding scenario \(U\), if one answer is generated during \((a, b)\) at instant \(t\), the contribution to the available time begins at \(t\) and ends when the next attack message arrives, that is, either at \(b\) (calculation point) or at \(t + \text{RTT}\), where \(\text{RTT}\) is the round-trip time spent by the answer to arrive to the attacker and the corresponding reply attack message to reach the server again. Thus, considering the mean value for the round-trip time \(\text{RTT}\)

\[
t_A^U(t)|^b_a = \min[b - t, \text{RTT}] .
\]

Regarding the occurrence probability for scenario \(U\), we will consider the probability that an answer \((j\) or \(j+1)\) occurs at \(t\), and the other does not occur within \((a, b)\). Let \(P_J^U|_a^b\) be the probability that answer \(j\) occurs within \((a, b)\), and \(P_J^U|_a^b\) its complementary probability, that is, \(P_J^U|_a^b = 1 - P_J^U|_a^b\)

\[
P_J^U|_a^b = F_J(b) - F_J(a)
\]

where \(F_J(t)\) is the cumulative distribution function for \(f_J(t)\). Then, the probability for scenario \(U\) is \(P_J^U|_a^b \cdot f_J(t), \forall t \in (a, b)\), if answer \(j\) occurs; and \(P_J^U|_a^b \cdot f_{j+1}(t), \forall t \in (a, b)\), in case answer \(j+1\) occurs. Thus, the contribution to \(T_A(s)\) due to scenario \(U\), considering the occurrence of either answer \(j\) or \(j+1\), is

\[
\int_a^b t_A^U(t)|^b_a \cdot (P_{j+1}^U|_a^b \cdot f_j(t) + P_J^U|_a^b \cdot f_{j+1}(t)) \, dt
\]

Regarding scenario \(\overline{U}\), recall that it considers the generation of two answers within the considered time division \((a, b)\). Here, the value of the mean contribution to available time if an answer occurs at \(t\), \(t_A^\overline{U}|_a^b\), will reach its maximum value, equal to \(2 \cdot \text{RTT}\), only when the two answers occur separated a time distance higher or equal to \(2 \cdot \text{RTT}\) between them, and also between the second answer and the next calculation point. Only in this case, the free positions in the service queue are acquired by the corresponding reply attack messages which last \(\text{RTT}\) each. Due to the wide number of possible scenarios, we approximate
this term by a mean value considering the maximum and minimum values, which should be estimated separately for every different time division

\[
\bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b} = \frac{\bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b}(\text{max}) + \bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b}(\text{min})}{2}.
\]  

(7)

An example may clarify how this term is calculated. Consider that, in Fig. 4, two answers are generated in the time division \((a_{2}, a_{3})\). The minimum value for \(\bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b}\) will be reached if the two answers happen at \(a_{3}: \bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b}(\text{min}) = \text{RTT}\). On the other hand, the maximum value is reached when one answer occurs just at \(a_{2}\) and the other just at \(a_{3}: \bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b}(\text{max}) = \Delta + \text{RTT}\). In this case: \(\bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b} = \Delta/2 + \text{RTT}\). The proposed values for the term \(\bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b}\) for the different intervals are presented in Appendix A. Note that the term \(\bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b}\) calculated in this way does not depend on \(t\), so we use the notation \(\bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b}\).

The probability for the scenario \(\text{\textit{UV}}\) to happen is given by either

\[
P_{j+1}^{b} \cdot f_{j}(t), \forall t \in (a, b) \text{ or } P_{j}^{b} \cdot f_{j+1}(t), \forall t \in (a, b),
\]

where the contribution to available time in this scenario is

\[
\int_{a}^{b} \bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b} \cdot P_{j+1}^{b} \cdot f_{j}(t)dt = \bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b} \cdot P_{j}^{b} \cdot P_{j+1}^{b}.
\]  

(8)

Considering expressions (6) and (8), the contribution to the mean available time in an interval \(i \in \{C, D, E\}\) is

\[
T^{\text{\textit{A}}}(s) = P_{j+1}^{b} \cdot \int_{a}^{b} \bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b} \cdot f_{j}(t)dt +
+ P_{j}^{b} \cdot \int_{a}^{b} \bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b} \cdot f_{j+1}(t)dt +
+ \bar{t}_{\text{\textit{A}}}(t)_{i_{a}}^{b} \cdot P_{j+1}^{b} \cdot P_{j}^{b},
\]

(9)

C. Contribution of the Rest of Answers

Now, we extend the previous estimation of \(T^{\text{\textit{A}}}(s)\) to a scenario in which many answers from the server are considered, and not only \(j\) and \(j + 1\). The proposed method here is as follows: instead of taking into account the mean contribution of all the previous and subsequent occurrence probability functions in a considered section \(j\) (e.g., answers \(j - 1\) and \(j + 2\) in Fig. 3), we consider the mean contribution of an answer \(j\) in the preceding and subsequent sections. Specifically, we will evaluate the influence in the subsequent sections when evaluating section \(j\), and in preceding sections when section \(j - 1\) is assessed. This way, the term \(T^{\text{\textit{A}}}(s)\) will take into account the mean contribution of \(f_{j}(t)\) to the subsequent sections (intervals \(F\) and \(G\) in Fig. 4) and \(f_{j+1}(t)\) to the preceding sections (intervals \(A\) and \(B\) in Fig. 4).

Generically, the mean contribution of an occurrence probability function in a generic interval \(i \in \{A, B, F, G\}\) is denoted by \(t_{\text{\textit{A}}}(s)_{i_{a}}^{b}\). This is a constant value that represents the mean value of the contribution to available time of either answers \(j\) or \(j + 1\) in their respective intervals \(i\). Although this could seem a coarse approximation, it can be justified by the fact that the contribution of these answers in the rest of the sections is expected to be lower than that of the boundary answers for these sections, as their probability of occurrence is also lower. In fact, results obtained in experimental validation (Section VII) show us the validity of this approximation.

The contributions of \(f_{j}(t)\) and \(f_{j+1}(t)\) to the available time in the intervals \(A, B, F,\) and \(G\) are calculated as

\[
T^{\text{\textit{A}}}(s)_{i}^{b} = \sum_{i \in \{A, B, F, G\}} T^{\text{\textit{A}}}(s)_{i}^{b} =
= \sum_{i \in \{F, G\}} t_{\text{\textit{A}}}(s)_{i}^{b} \cdot P_{j}^{b} + \sum_{i \in \{A, B\}} t_{\text{\textit{A}}}(s)_{i}^{b} \cdot P_{j+1}^{b}.
\]  

(10)

Note that the contribution of \(f_{j}(t)\) is only calculated in intervals \(F\) and \(G\), while that of \(f_{j+1}(t)\) is considered in intervals \(A\) and \(B\).

The factors \(t_{\text{\textit{A}}}(s)_{i}^{b}\) are obtained as an average that considers the mean contribution to available time when the size of the sections is specified, that is, terms denoted by \(t_{\text{\textit{A}}}(s)_{i}^{b}\);

\[
t_{\text{\textit{A}}}(s)_{i}^{b} = \int_{0}^{\infty} t_{\text{\textit{A}}}(s)_{i}^{b} \cdot g(s)ds,
\]

(11)

For the calculation of the functions \(t_{\text{\textit{A}}}(s)_{i}^{b}\), we suggest to estimate a constant value when \(s\) is high, another constant value for low values of \(s\), and build a function interpolating linearly these two values. In addition, the constant values are estimated following the same strategy as used for the calculation in expression (7), that is, we estimate the maximum and minimum values for the generated available time and take their uniform average. In the following, this procedure is applied to intervals \(A, B, F,\) and \(G\) separately.

1) Interval \(F\): In this interval, no matter the value of \(s\), the maximum time distance between attack packets is \(\Delta\), where the minimum is 0 in case two attack packets arrive at the same time (\(s\) is low enough to overlap on time phases of two different attack periods). Then, assuming \(\Delta < \text{RTT}\) (which is a normal configuration for the attack), the amount of available time generated by an answer that occurs in this interval has a maximum value \(\Delta\) and a minimum 0. Then, the proposed value for the mean contribution to available time when an answer is generated in interval \(F\) is

\[
t_{\text{\textit{A}}}(s)_{i}^{b} = \frac{\Delta}{2}, \quad \forall s \geq 0.
\]

(12)

2) Intervals \(A\) and \(G\): The intervals \(A\) and \(G\) span the occurrence of the answers \(j\) or \(j + 1\) in the intervals \(C, D,\) and \(E\) of other section \(k\) that occurs before or after section \(j\).

Considering first a long superposition distance \(s\), if \(j\) occurs in the ontime phase of the attack period related to the answer \(k\), the additional available time generated could be approximated, considering the maximum and minimum values as in interval \(F\), with a value \(\Delta/2\). However, if answer \(j\) happens in the off-time phase (interval \(D\) or \(E\) of section \(k\)), and it occurs at a distance greater than or equal to \(\text{RTT}\) from any other answer, the additional time would be \(\text{RTT}\) (reply attack message). Only if another answer happens in a window of \(\pm \text{RTT}\) around the instant at which answer \(j\) occurs, the additional contribution of answer \(j\) would be less than \(\text{RTT}\). Note that, if \(s\) is high enough, the probability that answer \(j\) jointly occurs in a window \(\pm \text{RTT}\) with answers \(k\) or \(k + 1\) becomes low. For this reason, in this situation, the value of \(t_{\text{\textit{A}}}(s)_{i}^{b}\), with \(s\) high, could be approximated by \(\text{RTT}\).

On the other hand, as \(s\) becomes lower, so does the expected contribution. This reduction will be progressive until the value
For section k, where the answer happens, the time elapsed until the arrival of the next attack message (the worst case is at a1) will always be less than RTT. Thus, in this approximation, the value proposed for \( B = \frac{RTT}{2} \) (the mean value between the maximum, RTT, and the minimum, 0), and it is applied for the range \( s \geq RTT \). For the remaining \( s \) values, the approximation for the intervals \( A \) and \( G \) is applied, yielding the function depicted in Fig. 6, where the condition \( t_{\text{online}} + \Delta \leq RTT \) is assumed. Otherwise, the function becomes a constant value \( \Delta / 2 \). In addition, it is supposed that \( RTT > \Delta \). Otherwise, the function becomes a constant value \( \Delta / 2 \).

3) Interval B: The case of interval B is slightly different from that of intervals \( A \) and \( G \), as we positively know that, independently of the value \( s \) for section \( k \), where the answer happens, the time elapsed until the arrival of the next attack message (the worst case is at a1) will always be less than RTT. Thus, in this approximation, the value proposed for \( B = \frac{RTT}{2} \) (the mean value between the maximum, RTT, and the minimum, 0), and it is applied for the range \( s \geq RTT \). For the remaining \( s \) values, the approximation for the intervals \( A \) and \( G \) is applied, yielding the function depicted in Fig. 6, where the condition \( t_{\text{online}} + \Delta \leq RTT \) is assumed. Otherwise, the function becomes a constant value \( \Delta / 2 \). In addition, it is supposed that \( RTT > \Delta \). Otherwise, the function becomes a constant value \( \Delta / 2 \).

D. Contribution of Reply Attack Messages

Reply attack messages are sent by the intruder as a response every time an answer is received. The mean time between the generation of the answer and the reception of the reply attack message in the server is RTT. In the formerly studied contribution by the section boundary answers, these messages were only taken into account when the answer was generated within the considered interval \( \epsilon \). However, it may happen that new reply messages appear as responses to answers generated in previous intervals.

Depending on the scenario under consideration, these additional attack messages affect the instantaneous value of the corresponding available time, \( \hat{t}^a_{A} (t)|_{A \rightarrow A} \), \( \hat{t}^a_{B} (t)|_{B \rightarrow B} \), or \( \hat{t}^a_{G} (t)|_{G \rightarrow G} \). Thus, the expressions should be modified to take these effects into account.

The number and the position of the reply attack messages that appear in a generic interval \( [a, b] \) depend on the number and the position of the answers generated in the range \( [a - RTT, b - RTT] \). In modeling the arrival of these reply attack messages, two assumptions are made. First, we assume that the number of answers in an interval is given by the mean output rate in the server. As the low-rate DoS attack is based on the sending of identical requests to the server, with their mean service time being \( T_s \) and the number of threads or processes in the server \( N_s \), the mean value of the number of answers generated during a time \( b - a \) is

\[
\frac{(b - a) \cdot N_s}{T_s}. \tag{13}
\]

On the other hand, note that the appearance of a reply attack message in a time division generates a new subdivision. Given that the result from (13) might not be an integer value, the number of subdivisions into which a generic time division \( [a, b] \) is split \( \beta \) is at least one more than the number of reply attack messages received

\[
\beta = \left\lfloor \frac{(b - a) \cdot N_s}{T_s} \right\rfloor + 1. \tag{14}
\]

The second assumption is that the size of the \( \beta \) subdivisions is equal, that is, the \( \beta - 1 \) reply attack messages arrive equally spaced. With this second assumption, it is now possible to modify the value of the factors \( \hat{t}^a_{A} (t)|_{A \rightarrow A} \), \( \hat{t}^a_{B} (t)|_{B \rightarrow B} \), and \( \hat{t}^a_{G} (t)|_{G \rightarrow G} \).

Let us first consider the factor \( \hat{t}^a_{A} (t)|_{A \rightarrow A} \). In a generic interval \( [a, b] \) that is split into \( \beta \) equal subdivisions, to calculate the contribution of an answer to \( T_A \), it would first be necessary to determine the subdivision at which the answer occurs. Under the two assumptions previously explained, the arrival of the reply attack message that immediately follows the instant \( t \) at which the answer is generated (see Fig. 7), is given by

\[
a + \rho \cdot \text{ceil} \left[ \frac{t - a}{\rho} \right] \tag{15}
\]

where \( \rho = (b - a)/\beta \).

Then, the factor \( \hat{t}^a_{A} (t)|_{A \rightarrow A} \), when considering \( \beta \) subdivisions in the interval is denoted by \( \hat{t}^a_{A} (t, \beta)|_{A \rightarrow A} \), and its expression is obtained by modifying (4)

\[
\hat{t}^a_{A} (t, \beta)|_{A \rightarrow A} = \min \left( a + \rho \cdot \text{ceil} \left[ \frac{t - a}{\rho} \right] - t, RTT \right). \tag{16}
\]
Regarding now the value of $t_{A_1}^{\beta b}$, as this does not depend on $t$, its new value, $t_{A}^{\beta b}$, is equal to the former [see (7)] divided by $\beta$

$$t_{A}^{\beta b} = \frac{t_{A_1}^{\beta b}}{\beta}.$$ (17)

The former rationale is also applied to the factors $t_{A_i}^{\beta b}$, $i \in \{A, B, F, G\}$, and so their modified values are

$$t_{A_i}^{\beta b} = \frac{t_{A_1}^{\beta b}}{\beta}. \quad (18)$$

One final refinement is made to this approximation. As the number of reply attack messages given by (13) might not be an integer value, the number of subdivisions could be either $\beta$ or $\beta + 1$, depending on the number of reply attack messages being $\beta - 1$ or $\beta$, respectively. Thus, the probability of $\beta$ subdivisions appearing within the considered interval $P(\beta)$ is

$$P(\beta) = \beta \cdot \frac{(b-a) \cdot N_s}{T_s}$$ (19)

while the probability of $\beta + 1$ subdivisions appearing $P(\beta + 1)$ is the complementary value

$$P(\beta + 1) = 1 - P(\beta) = 1 - \beta \cdot \frac{(b-a) \cdot N_s}{T_s}. \quad (20)$$

Finally, all these modifications should be incorporated into the expressions used to calculate $T_A(s)$ in the two previously studied contributions (Sections V-B and V-C). As an example, (10), corresponding to the contribution of the rest of the answers, is modified as

$$T_A^{RA}(s) = \sum_{i \in \{F, G\}} t_{A_i}^{\beta b} \cdot \left( \frac{P(\beta + 1)}{\beta + 1} + \frac{P(\beta)}{\beta} \right) P_{j+1}^{b} + \sum_{i \in \{A, B\}} t_{A_i}^{\beta b} \cdot \left( \frac{P(\beta + 1)}{\beta + 1} + \frac{P(\beta)}{\beta} \right) P_{j+1}^{b}. \quad (21)$$

Following these guidelines, the expression (3) for the contribution of the boundary answers should also be modified similarly.

### VI. MATHEMATICAL MODEL

In this section, the mathematical model for obtaining the performance indicators $C$, $A$, and $O$ is proposed based on the expressions given for $T_A(s)$.

#### A. Mathematical Model for the Client Success Probability

As defined in Section III, the client success probability $C$ is related to the amount of time during which at least one free position in the service queue is available, when no legitimate users are accessing the system.

Starting from the estimation for the available time given in Section V for a section $T_A(s)$, it is straightforward to give an expression for $C$, just considering the mean value of the available time in all the sections $\int_{0}^{\infty} T_A(s) \cdot g(s) ds$. Then, the expression for $C$ is

$$C = \frac{S}{T} \cdot \int_{0}^{\infty} T_A(s) \cdot g(s) ds.$$ (22)

where $S$ represents the number of sections that occur during an observation period $T$.

#### B. Mathematical Model for the Availability

The availability has been defined as the ratio between the number of legitimate user requests served by the server, and the total number of requests sent by these users, i.e., $A$ represents the perception of the users about the actual provision of the service.

The legitimate users’ traffic is modeled as proposed in [16] as a Poisson arrivals process. Thus, the probability of a legitimate message being received during an observation period $T$ is given by the exponential distribution

$$H(T) = 1 - e^{-\lambda T} \quad (23)$$

where $\lambda$ is the aggregated rate of message arrival coming from all the possible legitimate users in the system.

The model that we propose for the calculation of $A$ is based on the estimation for $T_A(s)$. A previous step in the calculation of $A$ is to determine the probability, in a server under a low-rate DoS attack, of a legitimate user managing to acquire a free position in the service queue. This probability is denoted by $P_u$, and can be calculated from (23), considering that the observation time $T$ corresponds to that during which the service queue has at least a free position. Note that for every interval in Fig. 4, this time corresponds to the available time $T_A(s)$. Thus, we could calculate $P_u$ as a function of the superposition distance $s$ as

$$P_u = \sum_{i \in I} (1 - e^{-\lambda T_i(s)}). \quad (24)$$

Following this, the average value is taken, considering the distribution of $s$, that is, $g(s)$

$$P_u = \int_{0}^{\infty} P_u(s) \cdot g(s) ds, \quad (25)$$

Finally, for a generic observation period $T$, during which $Q$ positions in the service queue are acquired, the availability $A$ is given by the ratio of the number of acquisitions made by the intruder, $P_u \cdot Q$, to the number of messages sent by the legitimate users, that is, $\lambda \cdot T$

$$A = \frac{P_u \cdot Q}{\lambda \cdot T}. \quad (26)$$

However, the inherent problem in the former expressions is that the terms $T_A(s)$ do not consider the influence of the legitimate user traffic. Hence, the available time considered should really be lower, as it is reduced by every acquisition made by a legitimate user. Let us see how this effect can be included in the model.

When legitimate user traffic arrives at the server at a rate of $\lambda$, these messages could be treated in a similar way as reply attack messages are, as their effect on the behavior of available time is the same. First, we could consider that the reply attack message rate is increased by $\lambda$. Second, every acquisition made by a legitimate user implies a reduction of one reply attack message, as the users will not respond to the reception of the answers. Thus, the rate of reply messages should be reduced by a factor
1 − \( P_a \). Accordingly, in a generic interval \((a, b)\), the number of reply attack messages becomes

\[
\left[ \frac{N_s}{T_s} \cdot (1 - P_a) + \lambda \right] \cdot (b - a)
\]

and, therefore, the parameter \( \beta \) from (14) is modified as

\[
\beta = \text{floor} \left\{ \left[ \frac{N_s}{T_s} \cdot (1 - P_a) + \lambda \right] \cdot (b - a) \right\} + 1 \quad (28)
\]

with its associated probability being

\[
P(\beta) = \beta - \left[ \frac{N_s}{T_s} \cdot (1 - P_a) + \lambda \right] \cdot (b - a). \quad (29)
\]

In summary, in obtaining the value for \( A \), (24), (25), and (26) are used, taking into account that, in the evaluation of the terms \( T_A(s) \), the parameters \( \beta \) and \( P(\beta) \) should be calculated as in (28) and (29).

Finally, note that in this calculation process, the values \( P_a \) and \( \beta \) are obtained in a recursive way, as there is a cross dependence between them. Although at first sight this could lead to instabilities in the calculation, these values converge after just a few iterations.

C. Mathematical Model for the Overhead

The overhead \( O \) is defined as the ratio between the traffic rate generated by the intruder, and the maximum traffic rate accepted by the server.

The calculation of \( O \) must take into account the number of attack messages generated by the intruder during an observation period. If we match the observation period to the time elapsed during an attack period, the number of accepted messages from the server is exactly one, corresponding to the position freed due to the answer around which the messages of the attack period arrive. In these conditions, the overhead is given by the mean number of attack messages that arrive during a single attack period.

Two factors contribute to the generation of attack messages in an attack period. First, the reply attack message is generated as a response to the answer. This message is generated only if the answer is sent to the intruder, that is, the mean number of reply attack messages in an attack period is given by \( 1 - P_a \). Second, the activity period \( t_{\text{continue}} \) during which attack messages are generated at a rate of \( 1/\Delta \), with \( N_p \) being the number of messages

\[
N_p = \text{floor} \left( \frac{t_{\text{continue}}}{\Delta} \right) + 1. \quad (30)
\]

Thus, the overhead is given by

\[
O = \text{floor} \left( \frac{t_{\text{continue}}}{\Delta} \right) + 1 + (1 - P_a). \quad (31)
\]

VII. EXPERIMENTAL RESULTS ON THE APPLICABILITY OF THE MODEL

After proposing the model, let us examine its applicability. The model allows us not only to evaluate the performance of the attack for each specific configuration chosen for the attack, victim server, network features, etc., but also to comprehensively describe the details of the behavior of the attack. However, as several approximations have been assumed for the model, it is necessary to test the accuracy of the results derived from it.

The difficulty of carrying out an exhaustive set of experiments in real environments, involving production servers and real traffic must be noted at this point. This fact, together with the contrasted performance exhibited by current simulation tools, gives way to accepting this kind of software as valid frameworks for experimentation. On the other hand, the high number of variables and possible scenarios involved in the LoRDAS attack can render unfeasible the extensive testing of its impact and limitations just by means of simulation.

Therefore, we implemented within network simulator 2 [18] a victim server that is able to concurrently process requests, a legitimate user traffic generator, and a module that effects a low-rate DoS attack against the server.

In this simulated environment, we carried out a set of experiments focused on obtaining the indicator values \( C \), \( A \), and \( O \) for many different configuration settings of the parameters of the attack, network, and victim server. The aim of these experiments was to contrast the performance indicator values obtained from the simulation environment and those derived from the analytical models proposed.

Fifty different scenarios were simulated, using ranges of values for the configuration parameters that were appropriate for the attack (see recommendations for the attack in [7]). The range of values used was \( t_{\text{continue}} \in [0.05, 4.0] \) s, \( \Delta \in [1.0, 15.0] \) s, average service time \( T_s \in [0.025, 4.0] \) s, Var \( \in [0.1, 4.0] \) and \( \text{RTT} \in [0.1, 5.0] \) s. These scenarios constitute a wide enough framework for us to be sure of the representativeness of the results and conclusions obtained below.

It was found that the values obtained for \( C \) from the model provide a good approximation of the simulation values. Among all the simulations made, the maximum absolute deviation is 1.03%, with the mean value obtained being 0.44%. Fig. 8(a) shows a comparison between the client success probabilities obtained from the simulation and the model for 12 different, significant scenarios.

The same experiment was carried out for the indicator \( A \). In this case, the maximum absolute deviation found between the simulation and the model results is 3.86%, with a mean value of 2.27%. Note that this deviation is higher than in the case of \( C \), which is because the model for \( A \) is based on the value obtained for \( C \) and, thus, the number of approximations in this case is higher. Fig. 8(b) shows a comparison of the availability values obtained from the simulation and the model for 12 different, significant scenarios.

Finally, the overhead indicator was also tested, both with the simulation and with the model used for the same experiments. In this case, the maximum absolute difference between the values extracted was 4.18%, with a mean value of 1.92%. Fig. 8(c) shows a comparison between the overhead values obtained from simulation and the model for 12 different, significant scenarios.

In summary, the results of the comparison between the indicator values obtained from the mathematical model and those from the simulation indicate that the proposed mathematical model behaves accurately with respect to the simulated behavior. A better adjustment of the approximations made in
the model could even lead to better results, although this point has yet to be confirmed.

From the above, it can be concluded that the mathematical model is a promising valuable tool for describing the behavior and, thus, assessing the performance of an attack configuration. It could be used for making design decisions by both the intruder and the defenders, as it provides in-depth knowledge about the behavior of the attack. In this sense, we provide an overview example of the model’s applicability, consisting of an analysis of the reaction of the attack performance when a single configuration parameter is varied, while the others remain fixed. We analyze the behavior of both the client success probability and the overhead features, when the parameters $t_{\text{on-time}}$, $\Delta$, and Var are independently varied.

From the equations provided by the model, it can be deduced that an increase in the duration of $t_{\text{on-time}}$ implies a reduction in $C$, as well as an increase in $O$, as the number of attack messages (and thus the number of calculation points) increases. It has been shown by means of simulation that this behavior is as expected. The results are shown in Fig. 9(a) where, for simplicity in the representation, the values $1-C$ are drawn (in percentage). For this experiment, the following values were chosen for the other parameters: $\Delta = 0.2$ s, $T_s = \mathcal{N}(12$ s, $0.1)$, RTT = $\mathcal{N}(0.2$ s, $0.1)$, $t_{\text{off-time}} = 11.8$ s, and $N_s = 8$.

The same experiment was carried out to study the reactions to variations in the $\Delta$ parameter. In this case, the equations of the model reveal that an increase in this parameter always involves an increase in $C$ and a reduction in $O$. This was confirmed by using simulations in which $\Delta$ is varied [see the results in Fig. 9(b)]. In this experiment, the other parameters had values reported above and, additionally, the value $t_{\text{off-time}} = 0.4$ s.
Finally, the parameter \( \text{Var} \) was also studied. In this case, there is no linear dependence between the parameter and \( C \) or \( O \) in the model. As the variances increase, so too, apparently, does \( C \) (due to deviations in the estimation of the instant of the answer by the intruder), but as they affect the form of the occurrence probability functions \( f_j(t) \) and \( f_{j+1}(t) \), when the variance increases, the different \( f_j(t) \) overlap increasingly, which means that some attack periods help others to acquire the corresponding answers. It is shown in Fig. 9(c) that an increase in the variance does not mean a linear increase in the available time, and it could even result in lower values. This has important implications. For example, it could be considered a defense measure against these attacks based on the randomization of the service time of the requests. Although it would help to increase \( C \) slightly, no great improvement in the performance of the server is to be expected from this.

On the other hand, it can be seen in the expressions of the model that \( C \) is very sensitive to the value of the term RTT, as it affects the intervals where the probability values are higher. This means that possible defense mechanisms should exploit this fact in order to be more effective.

In summary, the experiments carried out to study the applicability of the model show how the model can be used to extend the results obtained from simulation to generic untested scenarios, and to draw new conclusions about the fundamentals of the attack. We strongly recommend the proposed model be considered a useful tool for describing, designing, and evaluating the behavior of the attack in order to develop effective defense techniques.

VIII. CONCLUSION

This paper contributes a framework for describing and evaluating both the behavior and the performance achieved by a LoRDAS. The scheme used consists of a mathematical model that analytically relates the configuration parameters of the attack, the victim server and the network that interconnects them, and the performance indicators of the attack.

The main goal of this work is to extend the mathematical model presented in [19]. The latter did not consider either the case of iterative servers with superposition among the occurrence probability functions or that of their functioning as a concurrent system. Accordingly, we have extended the model in order to necessarily consider these phenomena.

The proposed model was evaluated and contrasted against a simulated environment, leading to the conclusion that the values obtained from the two methodologies are very similar. This fact allows us to obtain conclusions about the attack dynamics and performance by analyzing the expressions given by the model, and also to extend the results and conclusions obtained by simulation techniques to scenarios that have not previously been tested.

We provide an example of the applicability of the model, by which the mathematical model has been shown to be a valuable tool to evaluate the effectiveness of this kind of attack. From this evaluation example, the following conclusions are drawn:

1) A term that has a major influence on the effectiveness of the attack is the round-trip time of the messages between the attacker and the victim server.

2) The existence of superposition phenomena among the occurrence probability functions, as typically happens in concurrent servers architecture, helps the attacker to gain higher efficiency.

3) A defense technique based on the randomization of the service time of the requests would not be the optimum strategy for the defense against the LoRDAS attack.

In summary, the contributions of this study allows us to explore the possibilities open to an attacker, and thus more accurate defense mechanisms can be developed. Following on from the results obtained from this model, we are currently working on the development of defense mechanisms. For example, the use of a priority-based service queue is now being studied by the authors.

APPENDIX

EXPRESSIONS FOR \( t_{\alpha_1}^{\text{RTT}} \) IN THE DIFFERENT CALCULATION INTERVALS

Interval \( C \): There should be applied a value \( t_{\alpha_1}^{\text{RTT}} \) for every time division within interval \( C \). In this case, there is a difference between the last time division of the interval \((\varphi_{C-1}, \varphi_C)\), and the others. Thus, for a time division \((\alpha_{i+1}, \alpha_i)\), \( \alpha_i \neq \varphi_C \), the minimum value of the generated available time is obtained when the two considered answers take place just before \( \alpha_i \). In this case, the value is \( \min[\Delta, \text{RTT}] \). On the other hand, if one answer occurs just after \( \alpha_{i+1} \) and the other just before \( \alpha_i \), then \( \alpha_i = \alpha_{i+1} \), \( \alpha_i - \alpha_{i+1} > \text{RTT} \) or \( \alpha_i > \alpha_{i+1} + \text{RTT} \), then the maximum value is achieved and its value is \( 2 \cdot \min[\Delta, \text{RTT}] \).

Then, the mean value is

\[
\bar{t}_{\alpha_1}^{\text{RTT}} = \frac{3 \cdot \min[\Delta, \text{RTT}]}{2}, \quad i \in (2, \ldots, \varphi_{C-1}).
\]

On the other hand, when two answers occur in the interval \((\varphi_{C-1}, \varphi_C)\), the minimum available time is achieved when they take place just before \( \varphi_C \), and it corresponds to \( t_{\alpha_1}^{\text{RTT}} \) [expression (11)]. The maximum value appears when one answer takes place just after \( \varphi_{C-1} \) and the other just before \( \varphi_C \), this value being \( \min[\varphi_C - \varphi_{C-1}, \text{RTT}] + t_{\alpha_1}^{\text{RTT}} \). The mean value is, in this case

\[
t_{\alpha_1}^{\varphi_C} = \frac{\min[\varphi_C - \varphi_{C-1}, \text{RTT}]}{2} + t_{\alpha_1}^{\text{RTT}}.
\]

Interval \( D \): Here, the maximum available time is \( 2 \cdot \text{RTT} \), which is obtained when one of the answers takes place just \( \text{RTT} \) seconds before the other. When both of them occur at the same time, the minimum value is obtained, \( \text{RTT} \). The mean value, therefore,

\[
t_{\alpha_1}^{\text{RTT}} = \frac{3}{2} \cdot \text{RTT}.
\]

Interval \( E \): Here, the minimum value of the available time is \( \min[\Delta, \text{RTT}] \) and the maximum \( \min[\Delta, \text{RTT}] + a_i' - \varphi_E \).

Hence, the mean value is

\[
t_{\alpha_1}^{a_i'} = \frac{\min[\Delta, \text{RTT}]}{2} + \frac{a_i' - \varphi_E}{2}.
\]
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