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Abstract

This paper presents a low-rate DoS attack that could be launched against iterative servers. Such an attack takes advan-
tage of the vulnerability consisting in the possibility of forecasting the instant at which an iterative server will generate a
response to a client request. This knowledge could allow a potential intruder to overflow application buffers with relatively
low-rate traffic to the server, thus avoiding the usual DoS IDS detection techniques. Besides the fundamentals of the
attack, the authors also introduce a mathematical model for evaluating the efficiency of this kind of attack. The evaluation
is contrasted with both simulated and real implementations. Some variants of the attack are also studied. The overall
results derived from this work show how the proposed low-rate DoS attack could cause an important negative impact

on the performance of iterative servers.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Nowadays, denial of service (DoS) attacks are
one of the most serious security problems in Inter-
net, due to the fact that they threaten not only
technical aspects of trade but also give rise to finan-
cial expenses. In recent years, many companies have
been affected by this kind of attack, e.g. eBay,
Amazon and Buy.com [1]. The increasing menace
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of these attacks parallels the difficulty in detecting,
preventing and neutralising their effects. Moreover,
modern DoS attacks use a distributed paradigm
(DDoS) to achieve their purposes [2], which makes
the process of detection and prevention even more
difficult. Some examples of these attacks are pre-
sented in [3].

The aim of DoS attacks is to exhaust a resource
in the target system, reducing or completely subvert-
ing the availability of the service provided. A
common strategy used by an intruder to cause a
DoS on a given target is to flood it with a continu-
ous stream of packets that exhausts its connectivity.
DoS attacks that use this kind of strategy are called
brute-force attacks [2]. On the other hand, many
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attacks rely on the exploitation of a specific vulner-
ability in such a way that it results in a denial of the
service.

Many efforts have also been made, in parallel
with the evolution of DoS attacks, in the field of
prevention and detection in networking security.
In terms of prevention, some of the approaches that
have been proposed include egress [4] or ingress
filtering [5], disabling unused services [6], and hon-
eypots [7]. However, although prevention measures
offer increased security levels, they cannot com-
pletely eliminate the risk of an attack. It is advisable
to establish an intrusion detection system (IDS) [8]
aimed at detecting attacks that seek to bypass
prevention techniques. Many proposals have been
made for IDSs designed to detect DoS attacks
[9-11], most of these being based on the statistical
detection of high traffic rates coming from the intru-
der or intruders.

As a main contribution of the present paper, a
new application level DoS attack [12] is described.
The attack is able to succeed in defeating an itera-
tive server only by sending it low-rate traffic, in an
intelligent way. Thus, it would be able to bypass
detection mechanisms based on the monitoring of
high-rate traffic. Recently, Kuzmanovic et al.
presented in [13] a low-rate TCP attack that has
similar characteristics to the one presented here;
some methods for detecting it have since appeared
[14-17]. Fundamentally, both types of attack (TCP
and application attack) try to take advantage of
the vulnerability caused by the possibility of an
intruder being aware of a specific time value con-
cerning a protocol or application. Thus, both
attacks inflict an ON/OFF waveform attack that
results in overall low-rate traffic but with high
efficiency in service denial. However, despite certain
similarities, there are key differences between them.
In the first place, the attack presented in [13]is TCP-
targeted, whilst ours works at the application level.
Secondly, Kuzmanovic’s attack attempts to trigger
the TCP congestion control mechanism by creating
outages in a link, while ours simply seeks to over-
flow a service running in a machine, not creating
any network congestion at all. There are also differ-
ences in the vulnerability exploited in the two cases.
In the TCP-targeted low-rate case, the knowledge of
the RTO timer for congestion control implemented
in TCP is exploited, whilst in our case, inter-output
times are the key to building the attack, as shown
below in Section 4. But the main difference between
TCP and application attacks lies in the fact that

although the former generates denial in some TCP
flows, another flow with a special congestion control
configuration could eventually bypass the attack
and thus find the whole capacity of the link usable.
In other words, the link capacity is free almost all
the time. However, in our proposal the server is kept
busy all the time, creating among legitimate users
the perception that the server is not reachable. This
latter feature is similar to the behaviour of the
Naptha attack [18], although the main difference
is that Naptha is carried out as a brute-force attack
(high-rate traffic), while ours uses low-rate traffic to
achieve its purpose. This discussion leads us to con-
clude that these attacks are not similar or compara-
ble but complementary.

The contributions of this work can be summa-
rized as follows: firstly, a new type of DoS attack,
mainly characterized by low-rate traffic, and which
works at the application level, is described.
Secondly, a mathematical framework to model the
behaviour of these kinds of attacks is proposed.
Finally, the potential effects of the attack on both
simulated and real applications are analyzed.

The present work is focused on iterative applica-
tion servers. Whilst concurrent servers are able to
process multiple service requests simultaneously in
time, iterative servers are limited to handle just
one at each instant. In other words, concurrency
in services implies a ““parallel operation”, while iter-
ativity is something like a “serial operation” in the
server. Although the iterative server case is not as
far reaching as the concurrent server case, the con-
tributions of this study are intended to establish a
basis for building future and more complex strate-
gies for low-rate DoS attacks on concurrent servers.

The structure of this paper is as follows: the
following section presents a brief study of the
vulnerability exploited by the introduced attack.
In Section 3, the fundamentals and technical details
of the attack are described. Section 4 is focused on
outlining a mathematical model to characterize
and analyze the attack. In Section 5, all the results
obtained from the experiments in simulated and real
environments are compiled and discussed. Finally,
some conclusions are drawn and suggestions for
future work are made.

2. Scenario of analysis
Before addressing the description and analysis of

the new low-rate DoS attack, let us briefly describe
the scenario considered in this study. It consists of a
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Fig. 1. Scenario of study.

generic client-server configuration in which an
iterative server will receive aggregated traffic coming
from both legitimate users and intruders. The
incoming traffic to the server corresponds to
requests for a specific service offered by the server
(see Fig. 1). The sources of traffic reach the server
through a generic network; the details concerning
the network topology and structure are irrelevant
for the purposes of the present study.

In this scenario, a preliminary simplification can
be made related to the number of legitimate users
accessing the server. As recommended in many tele-
traffic studies [19], the requests arrivals from a spe-
cific user are modelled using a Poisson distribution.
Consequently, the distribution of user inter-arrival
times, ¢,, corresponds to an exponential probability
(see [19]):

P(ty=1t)=4-e ", (1)

where /4 represents the mean arrival rate of packets
from the user. Moreover, it has been shown in [20]
that the aggregate traffic from n users whose inter-
arrival times are exponentially distributed, with
rates A; results in a traffic pattern with inter-arrival
times that also follow an exponential distribution,
with the following inter-arrival time:

)= Z i (2)

This means that, for the purposes of our study, it is
possible to consider the aggregate traffic from n
users as a single flow from one user that generates
exponentially distributed traffic at a mean rate A
that complies with the above expression.
Concerning the number of attackers in the
scenario, this is exclusively determined by the man-

ner in which the intruder/s launch the attack. If a
distributed DoS technique is used, this number will
be high, otherwise just one attacker should be con-
sidered. As shown in Section 4, the conclusions
drawn from this study are valid whatever attack
technique is used. Therefore, for simplicity, we shall
consider that the intruder launches the attack from
a single point.

3. Vulnerability analysis in iterative servers

The server in the scenario shown in Fig. 1 is mod-
elled as a black box where service requests are
received from clients and specific responses are
generated and sent to them (see Fig. 2). Thus, there
exists a service queue where the clients’ requests
are sequentially stored while waiting for the server
to process them. The waiting interval in the queue
is called queue time, tq. Since the service queue has
a finite length, the server will raise an overflow
message or event if there are no free positions in
the queue when a new request arrives. The specific
type of overflow notification is irrelevant for our
study. Moreover, for the purposes of this work, the
type of queue discipline used is not relevant either.

In the proposed model, a service module takes the
requests, in order, from the service queue and
processes each of them during a service time t,.

Input
message l T

Overflow

Service
Service module Output

queue

Service time (t,)

Fig. 2. Model for an iterative server.
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The service module remains busy until a given input
request is processed, while the other requests wait in
the service queue, that is, an iterative operation is
assumed. Once the request has been correctly pro-
cessed, the server generates a message transmitting
the appropriate answer to the corresponding source
client. Henceforth, this message is termed an output.

In this context, a DoS attack could be aimed at fill-
ing the service queue with requests coming only from
the intruder, preventing legitimate users from enter-
ing their requests in the queue. This aim is usually
achieved by flooding the server with request packets,
in the hope that most of the queued requests come
from the attacker. This fact is observed by legitimate
users as a denial of the offered service. The paradox is
that, although the server is serving requests all the
time, legal users cannot benefit from this.

Traditionally, the task of flooding the service
queue has been carried out by means of a so-called
brute-force attack, that is, the intruder (or intruders)
sends requests to the server as fast as possible.
Although the aim of the attack presented in this
paper is the same, namely to “capture” the highest
possible number of positions in the queue, the meth-
odology used by the attacker is slightly different. In
our case, the intruder predicts the instant when an
output is raised in the server and, therefore, a free
position in the service queue appears. This mecha-
nism would allow the intruder to choose the key
instants at which to send requests to the server,
and thus to improve the efficiency of the attack, in
comparison with the case in which no knowledge
of the behaviour of the server is possessed. Thus,
whenever an intruder gets information about the
instant when a target server is going to raise an
output, this knowledge allows an attack on the
server in an intelligent way by the generation of
low-rate traffic of request packets.

Therefore, the key to success in denying the
service relies on the ability to forecast the optimum
instant when requests should be sent in order to
acquire newly freed positions. In this way, the
attack would eventually capture all the positions
in the queue, thus causing the desired effect of denial
of service to legitimate users. Obviously, the first
question we must ask ourselves is, is it possible to
forecast the instant when a position in the service
queue is going to be freed? Our hypothesis is that,
under certain circumstances, and by a simple inspec-
tion of the outputs generated by the server, this is
not only possible but also relatively easy. In fact,
this is the vulnerability we point to.

3.1. Inter-output time

Instead of addressing the task of forecasting the
specific instant when an individual output will be
generated by the server, we could tackle the problem
by considering the time elapsed between two con-
secutive outputs from the server, that is, the inter-
output time. In order to predict this time, it is
necessary to analyze the complete process followed
by a client request when it arrives at the server. This
process is formalized as follows.

When a request enters the server, it is stored only
if the service queue has free positions. Otherwise, an
overflow message or event is raised. A queued
request waits in the queue during a queue time 7.
After t4, the request passes through to the service
module, where it is parsed, processed and served
during a service time f,. Finally, the server sends
the response to the client. After this, and if the
service queue is not empty, the next request in the
queue is fetched by the service module. At this
point, a free position appears in the service queue.
It is important to notice in the overall process that
the instants when the free positions appear coincide
with those at which the outputs are raised by the
server. Because of this, the problem of forecasting
the instants when a position is freed in the service
queue is reduced to that of ascertaining the
moments when an output is going to be raised.

In short, we can conclude that the knowledge of
the inter-output time 7, defined as the time elapsed
between two consecutive outputs in an (iterative)
server, constitutes a vulnerability that could be
exploited by an attacker. For clarity, let us examine
a simple scenario to discover how the intruder could
guess the inter-output time. In this scenario, a fixed
service time is considered. Although, at first glance,
this might seem a very restrictive case, it will be
shown that the results are also valid for more com-
plex cases in which this restriction is not made.

The scenario of interest consists in a server with N
positions initially occupied in the service queue. We
study the period of time for which all the requests
are served, assuming that no new requests enter the
system. It is clear that, during the observation period,
the service module is always engaged in the process-
ing of a request. Both the state of the service queue,
with a per-position detail, and the timing of the
outputs generated by the server are shown in Fig. 3.
It can be observed that when a given request is in
the “in process” state, the others are either waiting
or free, due to the fact that the server is iterative.
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Fig. 3. Time diagram of the state of the requests in the service queue (bottom) and the associated timing of the generated outputs (top). In

black, service time.

Thus, a request enters the service module at t =0,
reaching the “in process” state. After f,, the position
is freed and the next request is fetched. Again, after ¢
the other position is liberated and a new request
comes into the service module. This mechanism con-
tinues until the service queue is empty. It is noticeable
that in the complete process the inter-output time
does indeed correspond to the service time, and is
not influenced by the queue time.

The service time required by incoming requests
normally varies depending on the specific resource
or operation solicited. Moreover, due to the differ-
ent service times required, the inter-output time also
varies from one output to the next. However, if
most of the incoming requests to the server come
from an attacker, the duration of the inter-output
time can be set to a fixed value by always asking
the server for the same resource. In this latter sce-
nario, the service time could be considered fixed
and deterministic, as in the example shown in
Fig. 3. However, even in this case, the main hypoth-
esis in our study is that the service time behaves like
a random process, T, due to the fact that the server
processor is usually running other processes at the
same time, which introduces variations into the
value of the service time. Moreover, we hypothesize
that the variations, in a stable load machine, will be
low. Thus, we model the random process that repre-
sents the service time, 7, by a normal distribution
N (s, var(ts)). The choice of the normal distribution
is derived from the central limit theorem [21],
because of the high number of random variables
that contribute to 7 (e.g. number of processes or
threads, memory occupation, disk utilization, etc.).

Under this hypothesis, the expression for the
inter-output time t, when all the requests are equal,
corresponds to:

1= N (T, var(ty)). (3)

Once we have established the relation between the
service time and the inter-output time, a mechanism
could allow a potential intruder to acquire knowl-
edge about the service time, based on the observation
of the inter-output time. The estimation process can
be performed by simply sending a set of probes, each
one consisting of two consecutive requests, very close
in time to ensure that they enter the target service
queue consecutively, and, after that, observing the
time elapsed between the reception of the corre-
sponding outputs generated by the server. Note that
the value of the inter-output time perceived by the in-
truder will differ from that directly observed in the
server. This fact is due to the influence of the round
trip time (RTT) experienced by the packets that
traverse the portion of the network between the
intruder and the server. Nevertheless, if all packets
are assumed to be affected by this time, we can
conclude that the round trip time will not modify
the mean value of the observed inter-output time.
However, this does introduce an additional variance
into the general random process.

Some studies have shown that it is possible to
represent the different values obtained for RTT as
a random process modelled by a truncated normal
variable [22]. This fact allows us to suppose that
the estimation of the inter-output time made by a
potential intruder located in the network, 7;,, also
has a normal distribution, with the following
characteristics:

Tine = N (s, var(t] + var[RTT]) 4)

from which it can be stated that the round trip time
does not affect the mean value of the observed inter-
output time, but only its variance.

Finally, it is important to notice that the service
module must always be engaged serving requests as
a necessary condition to justify the above assump-
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tions and conclusions. In other words, the service
queue must always have at least one pending request.

3.2. Experimental validation

The scenario presented in Section 2 has been
implemented in a simulated environment. Thus,
Network Simulator (NS2) [23] has been used to
check whether expression (4) is a good approxima-
tion for the observed inter-output time, 7;,,. For this
purpose, we have implemented a new class derived
from the application class that behaves like a server
(server class), which makes traces and logs to track
all the events and statistics necessary for our study.

Several experiments have been carried out to
confirm the expected values for the observed inter-
output time, as presented above. The case where
the service time and the round trip time are
modelled with a normal distribution has been con-
sidered. As shown below, the results obtained are
very promising, being very close to those predicted.

Fig. 4 shows some simulation results. In this case,
the service module has been kept busy processing
requests. To achieve this, a traffic with an inter-arriv-
als mean time of 7, = 1.0 s has been offered to the ser-
ver. Other values used in the simulation are 7, = 1.5°s,
var(t) =0.02s and RTT = A47(0.655,0.02s). Forty
positions are considered for the service queue. It
should be noted that 7, has been adjusted so that
there is always at least one request in the service

G. Macid-Ferndndez et al. | Computer Networks 51 (2007) 1013-1030

queue, that is, the arrival rate is greater than the ser-
vice rate.

The simulation for a time period of 1000 s pro-
vides 694 outputs. The expected observed inter-
output time distribution is 4"(1.55,0.04), as derived
from Eq. (4). The mean value obtained from the
simulation for the inter-output time is T, =
1.520 s, with a variance of var(tj,) = 0.041 s, which
accurately approximates var(ts]+ var[RTT], as
shown in expression (4).

We have also checked, through the Kolmo-
gorov—Smirnov test of similarity [24], that the
histogram obtained for the inter-output times
approximates the normal probability function (see
Fig. 4(b)). The value obtained for a significance level
equal to 20% (very restrictive case) is 0.034, which
indicates that a normal distribution is a good
approximation for the histogram obtained.

We are also interested in the behaviour of the
system when the service module is not always
engaged in processing requests. This is illustrated in
the following example. The parameters are the same
as in the previous experiment, but the mean inter-
arrival time 7, is changed to 1.5 s. This corresponds
to the same value as the one for 7, in order to maintain
requests in the service queue, although there may be
instants at which the service queue becomes empty.

Fig. 5(a) represents the observed inter-output
times obtained for this experiment versus the
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occupation of the buffer in the secondary axis
(dashed lines). It can be observed that the periods
with null occupation of the service queue result in
sporadic peak values for the observed inter-output
time.

The simulation for a period of 1400 s provides
923 outputs. The mean value obtained is T, =
1.536 s, and the variance var(tj,) = 0.114. The devi-
ation is now greater than that obtained in conges-
tion conditions, due to the peak values generated
when the buffer is empty. As expected, the histo-
gram obtained in this case (Fig. 5(b)) does not fit
the Kolmogorov—-Smirnov goodness of fit test, even
for very low significance level values (0.5%).

The results obtained from this set of experiments
show that the assumptions made for the functioning
when the service module is always engaged are good
enough. They also show that, even in simulated
scenarios in which the service time is variable as a
normal distribution, the inter-output time may
still be predictable for an observer. This makes it
possible to build up an attack on the basis of this
vulnerability.

4. Low-rate DoS attack specification

In this section, a proposal is made for building a
low-rate DoS attack that takes advantage of the pre-
viously presented vulnerability. The first step in
building the attack is to estimate the inter-output
time, following the process described in the previous
Section. The intruder uses this knowledge to send
effective requests to the server. It is important to note
that all the requests generated by the attacker should
be of the same type so as to minimise variations in
the inter-output time when the majority of positions
in the service queue are occupied by these requests.

The low-rate denial of service attack is focused
on maintaining the destination service queue occu-
pied with malicious requests for as long a period
as possible. Thus, requests coming from legitimate
users will find no free positions in the service queue,
and an overflow message or event will result. As
explained above, the intruder seeks to forecast the
instant when the next output will happen, and thus
focuses the attack only during a short period
around the predicted instant, in order to “capture”
the newly freed position in the queue. Only in this
way can low-rate traffic efficiently flood and, there-
fore, deny the service.

In consequence, the proposed attack is designed
to follow an ON/OFF pattern, that is, it comprises

Attack packets
SpA s I 3 s
H ! NOD
1+ Instant of reception
1 ofan output from
! theserver Estimation for the
' —~ < time of reception
' S A A of the next output
:l > N
]
: tofﬂime tontime RTT
time

Fig. 6. Attack specification: waveform and parameters.

a succession of consecutive periods composed of an
interval of inactivity, called offtime, followed by an
interval of activity, called ontime, as depicted in
Fig. 6. The attack waveform is characterized by
the following parameters:

o Start of the attack period (SOA): each attack per-
iod starts with the perception by the intruder of
the occurrence of an output generated by the ser-
ver. The reception of a response from the server
delimits a new period of attack. However, it is
important to remark that the beginning of the
attack period is not always determined this way.
In effect, the intruder will receive a packet contain-
ing an answer from the server only when this cor-
responds to a request previously sent by the
intruder. Otherwise, the response would be sent
to the corresponding origin, in such a way that
the intruder would not notice this fact. In this case,
the attack period will start at the estimated instant
at which the output should arrive at the intruder.

o Next output distance (NOD): this is the time
elapsed from the start of an attack period until
the predicted instant value for the reception of
the next output. Considering expression (4), this
time will correspond to:

NOD = Elty] = 7. (5)

e Interval (A): the period of time between the send-
ing of two consecutive packets during ontime.

e Ontime time (tonime): the activity interval during
which an attempt to seize a freed position in the
service queue is made by emitting request packets
at a rate given by 1/4. The value of fonime should
be proportional to the variance of 7, the propor-
tion factor being a design parameter of the attack.

o Offtime time (toime): the inactivity interval before
ontime in the period of attack, and during which
there is no transmission of attack packets.
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The intruder should adjust both #,4ime and Zofiime
with the aim of synchronizing the middle of ontime,
at the moment of arrival at the server, with the
instant of the generation of the corresponding out-
put. An additional difficulty in achieving this goal
is that the intruder must consider the effects of the
delay introduced by the round trip time to the
server. To take this fact into account, the intruder
schedules the middle of ontime RTT seconds before
the estimated time for the reception of the next
answer from the server, as shown in Fig. 6. There-
fore, the value for f,gime Should be

— NOD — Lenime _ 77T (6)
Having described the philosophy of the attack, let
us now describe in detail how it is effected over time.
Starting from an initial prediction about the inter-
output time of the target server, the attack takes
place in two phases. Firstly, there is a transitory
phase in which the intruder attempts to fill all
the positions in the service queue. This process
could be achieved through a brute-force strategy,
although this is not the best solution if the intruder
wants to bypass potential security detection mecha-
nisms adopted at the destination. Instead, the intru-
der could use the attack dynamics proposed below,
which are still effective, although requiring more
time to finish the first phase.

After flooding the service queue, the second
phase of the attack starts. The objective now is to
maintain as many positions in the service queue as
possible. This is carried out by sending a new
request in such a way that it arrives at the server
in the minimum possible time after a position is
freed. To do so, the attack waveform presented in

Tofftime
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Fig. 6, synchronized with the outputs from the ser-
ver, 1s used.

A detailed study of the dynamics for an attack
period is made in the following. Fig. 7 shows a
representation of the different events and para-
meters in an attack period over time, from the intru-
der’s perspective as well as that of the server. Just
after the reception of an output from the server
(O1), an attack period starts (SOA4;) and the next
output distance (NOD,) is obtained, giving, along
with the estimation of R77, the value of ¢, . for
this period. At the end of this inactivity period,
! .. starts by emitting an attack packet (A2).
Within the ontime period, an attack packet is sent
every interval, A (A3 and A4). When the timer asso-
ciated to NOD; expires, a new attack period starts
(SOA,), again with a calculation for the correspond-
ing parameters NOD; and 2, ..

If no response is received from the server during
this offtime time, the new attack period behaves in
the same way as the previous one. This situation
occurs whenever the response received from the
server corresponds to a previous queued request
coming from a legitimate user instead of from the
intruder. However, when a response is received from
the server, as illustrated in Fig. 7 (O2), the attack
period restarts (SOA,/) and new parameters NOD,
and 7%, . are calculated. This reset mechanism
allows the attack to resynchronize each time it fails
in the prediction of the timing of the outputs.

In accordance with the explained procedure,
whenever an output is received by the attacker,
the attack period is restarted, independently of the
running interval (offtime or ontime) at the instant
of reception. Moreover, upon this output arrival
(O1 or 0O2), an attack packet is sent as a response

Queue position
[*SaEE" | ~,, - [Captre
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9 o
el
3 >
f 2f time
INTRUDER L ¥ >
i\ t;fftime A 7N A7 i Y _totttime
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! t<1>ntime NN tgfftime
A NOD, e NOD,
' vl NOD
SOA, SOA, SOA, 2

Fig. 7. Attack dynamics: example of a period of attack.
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to it (Al and AS). The reason for the sending of this
packet is to minimize the time during which the
newly freed position in the queue is available, in
case the packets sent during the ontime period did
not succeed in the seizure.

In summary, two possible events may trigger the
start of a new attack period. First, the reception of a
new output packet by the intruder. This fact starts a
new period even if the current one has not finished.
Second, the expiration of the NOD timer. In this
latter case, the period is restarted but the intruder
will not send an attack packet at the beginning of
the attack period because it is not completely clear
that a queue position has been freed. This behaviour
reduces the traffic rate of the attack.

From the above procedure, the attack is expected
to achieve good efficiency results, while the rate of
the traffic involved is significantly reduced in com-
parison with a brute-force attack. Two key ques-
tions remain to be clarified: how efficient is the
proposed strategy and what traffic rate is needed
to achieve success? To answer these, a detailed eval-
uation is presented in the next section.

5. Evaluation of the attack

As previously indicated, the evaluation of the
attack must respond to two main questions. On
the one hand, what degree of denial of service could
an intruder achieve? And on the other hand, what
rate of traffic is necessary to succeed in this purpose?
The answers to these questions are presented below.

5.1. Indicators for evaluating the attack

In order to measure the traffic rate needed to
carry out the DoS attack, we define the effort of
the attack (E), as the ratio between the traffic rate
generated by the intruder and the maximum traffic
rate accepted by the server. It is important to note
that although E measures the relative traffic rate
involved in the attack, this parameter does not give
an idea of the congestion level in the server, due to
the fact that it depends not only on the traffic com-
ing from the intruder but also on legitimate users’
requests.

To measure the level of DoS suffered by legal
users, let us examine the simplification made in
Section 2, which allows us to consider a single user,
who generates all the aggregated traffic coming from
all the legitimate users. With this consideration in
mind, we define the wuser perceived performance

(UPP) as the ratio between the number of user
requests served by the server, and the total number
of requests sent by this user. This parameter gives us
an idea about the service level experienced by legit-
imate users.

Although UPP is a good indicator of the DoS
attack effectiveness, it depends on the traffic pattern
of the legitimate users. Alternatively, we could
consider a measure of the effectiveness of an attack
independently of the user traffic pattern. This
hypothetical indicator would enable a comparison
between different design strategies and would make
it easier to take a decision about the values to adopt
for the attack parameters. With this fact in mind, we
define, in a scenario free of user traffic, the mean idle
time (Tiq.), as the average time during which a free
position in the service queue is available within an
attack period. Tiq. is an objective measure about
the efficiency of the attack, because by using it,
the probability of a legitimate user seizing a position
could be deduced.

The aim of the attack, in terms of the three indi-
cators defined (see Table 1), should be to minimize
the user perception on the availability of the service
(UPP). This task can be achieved by minimizing the
mean idle time in the server, which reduces the prob-
ability of a legitimate user seizing a position in the
queue. Additionally, the attack should minimize
its effort (E), thus making the attack less detectable
by intrusion detection systems. As an expense, it is
expected that the reduction in the mean idle time will
increase the effort of the attack, and vice versa.

5.2. Mathematical model for the evaluation
of the attack

The choices of specific values for the different
parameters that define an attack (see Section 4),
its efficiency and traffic rate values are provided by
the above specified indicators. The difficulty now
is to find a relation between the specific values to
choose for the parameters of the attack and their
association with the indicators. For this purpose,
it is necessary to develop a mathematical model that

Table 1
Defined indicators for efficiency and rate evaluation of a low-rate
DoS attack

Rate evaluation

Effort (E)

Efficiency evaluation

User perceived performance (UPP)
Mean idle time (Tigie)
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describes the behaviour of the indicators when the
different attack parameters are varied.

Let us now examine a theoretical model that
makes it possible to estimate, for a given server
and attack characteristics, the effort and the effi-
ciency, with respect to E and both the mean idle time
and the UPP.

5.2.1. Mathematical model for the mean idle time

As remarked above, the intruder attempts to syn-
chronize the attack periods with the instants at
which the outputs are generated by the server. The
time between these instants, 7 (see expression (3)),
is perceived by an observer as a random variable,
Tint> that is assumed to respond to a normal distribu-
tion with the characteristics given by expression (4).

If we represent the probability of occurrence of
two consecutive outputs (a pair of gaussian curves),
two possible scenarios appear. In the first case, the
common area below the two curves is negligible.
Thus, we say that there is no superposition between
the two outputs. However, we could find a second
scenario in which the two curves overlap, that is,
the intersection area below the two curves is not
negligible. In this case, there is said to be superposi-
tion. This scenario usually appears when the mean
value of the inter-output time is low enough, or its
variance is high enough, for a certain degree of
overlap to exist between the probability functions
corresponding to two consecutive outputs.

In the following development of the mathemati-
cal model, we will assume there is no superposition.
Although this may not be realistic, it is still useful
for the purpose of our work, because this allows
us to evaluate the effectiveness of the attack in a
broad number of scenarios, as shown below.

As a previous step to developing the model, let us
establish some nomenclature. Fig. 8 represents the
probability function (gaussian curve) associated

with a server output over time. The ON/OFF
pattern of the attack (offtime/ontime), as perceived
by the server, is also depicted. Moreover, the arrival
instants of the attack packets, represented by con-
tinuous vertical arrows, occur at time a; (i = 1)
within the ontime period. In this example, only three
packets appear during the ontime period due to the
chosen value for interval, A, although it can be easily
extended to attacks with n packets. We will refer,
henceforth, to the instants ¢; when an attack packet
arrives at the server as a calculation point in the
model. Moreover, a special calculation point, aq,
which does not correspond to the arrival of an
attack packet, is also defined. This point is situated,
by definition, at a time RTT before the arrival of the
first packet of ontime.

a():al*W. (7)

In summary, for a particular period of attack, a set
of calculation points .o/ = {ag,ay,...,a,} is defined,
where n = floor{tontime/4]. These calculation points
are used by the model as references for the mathe-
matical expressions.

The calculation points delimit a set of intervals at
which we will calculate the instantaneous values of
idle time, Tiq.. In this way, if the output occurs in
the interval (—oo,qp), the value of Tjq. will be
RTT, due to the fact that the intruder will respond
to the output and this answer will arrive at the ser-
ver before the arrival of the first attack packet cor-
responding to the ontime period. Therefore, the time
involved is RTT.

When the output is raised at an instant ¢ situated
within the interval (a;_1, a;) for all the possible values
of i in .7, the idle time will take the value (a;, — ).
This is always true under the assumption that the
duration of the interval parameter, 4 = a; — a;_;, in
the ontime period of the attack is lower than R7T.
=a; —1. (8)

(A<RTT)

Tigie
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Fig. 8. Diagram of occurrence for an output: probability function and associated calculation points.
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Otherwise, the interval is split into two parts in
which the values for the instantaneous Tig. are
different. For an instant ¢ within the considered
interval (a;_1,a;), the value for the instantaneous
Tigpe 18

T _ a; —t ifaifRTT<t<ai;
idle (4>RTT) RIT ifa_,<t<a —RIT.

9)

Finally, when the output occurs during the interval

(a,,0), we have the same case as in the first interval,

and thus the value of the generated idle time is RTT.

Thus, for this case in which 4 < RTT, the gener-

ated mean idle time in an output can be obtained from
the instantaneous values previously deduced as:

Tidie y<rrr) = /aqﬁ-f(t)dt—k/al(a] —1)- f(r)dt

oo ap

—|—/az(a2—t)~f(t)dt+-~
+/an (@, —t) - f(2)de

+/OCW-f(t)dt7 (10)

where f{¢) is the probability function for the occur-
rence of an output at the instant ¢. It is significant
that this expression is independent of the distribu-
tion assumed for the probability of occurrence of
an output. In our study, this probability function
is taken from expression (4) in order to solve Eq.
(10). Moreover, for simplicity, a temporal transla-
tion for the studied period is considered such that
the mean value of the normal distribution is zeroed:

1 2

oV2n

f(t) = N(0,vart] + var[RTT)) =

(11)
Assuming this distribution, the resolution of expres-
sion (10) leads us to the following:

Tateiaerrm = RIT - (F(ao) + 1 — F(a,))

+ Zn:ai (F(a;) — F(ai1))

g a %
vrs (e‘ﬁ - e‘ﬁ), (12)

where the operator F(¢) means the value of the distri-
bution function associated with f{¢) at the instant ¢.

The very design of the attack means that the case
A < RIT is commonly encountered, since during

fontime the traffic rate is not low, which results in a
relatively low value for 4, sufficient to meet the con-
dition. However, for the case when 4 > RTT, it is
also possible to find an expression for the generated
mean idle time:

ap
Tidie (4~ 777) :/ RTT - f(¢)dt

o0

+zn: (/aimﬁf(t)dt
i=1 ai—1

+/1$w—ﬁf@w>

+/xW-f(t)dt. (13)

Finally, it is important to highlight the relationship
between the parameters of the attack, as defined in
Section 4, and the different variables that appear in
the model. Both the server behaviour and the partic-
ular attack dynamics are considered in the model as:

o Server behaviour: this is comprised within the f{f)
term, which is univocally defined by the mean
value and the variance of the inter-output time
observed by the intruder, as given by expression
(4).

o Attack dynamics: the configuration of the attack
is reflected in the calculation points of the expres-
sion. In effect, their position depends on the
parameters of the attack, that is, Zomime> fontime
and the interval A.

5.2.2. Mathematical model for the user perceived
performance

In order to calculate the user perceived perfor-
mance (UPP), the existence of legitimate users
trying to access the server must be considered. As
previously explained in Section 2, the packet arriv-
als are modelled by a Poisson distribution. Thus,
the probability of packet reception from a user
during a period of time 7'is given by the exponential
distribution function:

F(T)=1-—¢", (14)

where A is the arrival rate of packets from the users.

In order to calculate UPP, it is necessary to pre-
viously assess the probability of a user capturing a
position in the service queue during a period of
the attack. This probability depends on the mean
idle time generated during the attack periods. For
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the kth interval within an attack period, delimited
by the corresponding calculation points in Fig. 8§,
this probability, denoted as P*, is given by the
expression:

Ph=1— ¢, (15)

where T%,. represents the generated idle time during
the kth interval.

The probability of a user seizing a position in the
service queue during a complete period of the attack
is given by the sum of the corresponding terms from
the different intervals:

n+1
P,=) (1 —e ), (16)
k=0

where n is the index of the last calculation point.
The presence of n+ 1 calculation points delimits
n + 2 intervals to be considered in the sum.

Although the value of the mean idle time gener-
ated at each interval is given by the different terms
in expression (12), this does not consider the pres-
ence of traffic from legitimate users. In effect, the
mean idle time takes different values depending on
whether the output corresponds to a user or to the
intruder. If the answer raised in the server corre-
sponds to a user, the intruder will not receive the
output and, therefore, will not respond with a new
attack packet. In consequence, the instantaneous
idle time will take a greater value than when the
intruder receives the output from the server. There-
fore, it is necessary to incorporate this effect into the
model.

In considering the above effect, and for the sake of
simplicity, two approximations are made. First, the
condition 4 < RTT is retained, as discussed in the
previous section, with the expression (10) being used
to calculate the mean idle time. Second, the effect of
the variation of the mean idle time is not considered
when the packets coming from legitimate users arrive
at the server in the intervals within ay and a,,. This is
not an unreasonable approximation, due to the fact
that the variation in the generated idle time for these
intervals is up to 4, if the intervals (a4, a,,) are consid-
ered, and RTT for the interval (ag, a,). The experimen-
tal results shown in the next section confirm the
goodness of these approximations.

The consequence of the second approximation is
that only the first interval (—oo,ag) and the last one
(a,,0) are affected by the fact that an output is sent
to a legitimate user instead of to the intruder. For
these two intervals, the value of the instantaneous

idle time differs from RTT as proposed in expression
(10). Within each of these two intervals, the instan-
taneous idle time will have to take the minimum
value between the inverse of the mean arrival rate,
1/4, and the time between the last packet of one per-
iod of attack and the first attack packet of the next
period, that is, 7, — Zonime. Moreover, this new value
has to be considered only when the legitimate user
captures one position in the queue, that is, with a
probability given by P,. Thus, the expressions for
T, within all the intervals remain equal except
for the calculation of the mean idle time during the
first interval (T},.) and the last one (7%!), which
are calculated as:

Thye = RIT - Flan) - (1= P,)
(1
+ min E,ts - tomime] - F(ag) - Py, (17)
Tige =RIT - (1 —F(a,)) - (1 - P,)

+ min ﬁt_ - zomime] (1= F(ay)-P,. (18)

It is important to notice that the calculation of the
expressions for T%,. and P, should be made recur-
sively, due to the fact that there is a crossed depen-
dency between them. In all the experiments made,
the value of P, converges in a small number of
iterations.

Finally, during an attack of duration 7, with C
seizures, the user perceived performance is given
by:

pP,-C

PP = :
v T/

(19)

5.2.3. Mathematical model for the effort
of the attack

The calculation of the effort generated by an
attack is carried out taking into account the num-
ber of attack packets generated during a period
of attack. Two factors contribute to the generation
of attack packets: firstly, the activity period, ontime,
during which these packets are generated at a rate of
1/4, and secondly, the packet sent as a response to
the reception of an output by the intruder.

For the model, it is assumed that the intruder
receives the output neither before nor within ontime.
This is tantamount to assuming that the ontime per-
iod will always last 7,,4me and thus, that the attack
period will not be restarted during ontime. This fact
allows us to calculate the number of packets gener-
ated during ontime as (fonime/4) + 1.
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Considering the packet generated as a response
to an output received by the intruder, it should be
borne in mind that not all the attack periods end
with the reception of an output. As previously
discussed, this is because the answer to a request
from a legitimate user does not arrive at the intru-
der. Consequently, the percentage of attack periods
during which an output is not received from the ser-
ver is given by UPP. In these attack periods, no
additional attack packet is generated as a response
to the output.

The above considerations enable us to propose the
expression that calculates the effort of the attack as:

E= (t"‘j‘“e + 1) +(1— UPP). (20)

6. Experimental results

We now address the task of evaluating all the
hypotheses presented, in both simulated and real sce-
narios. Firstly, we evaluate how efficient the attack
would be in a simulated scenario. Then, an assess-
ment of the proposed mathematical model is made,
and finally, the attack is tested in a real environment.

6.1. Simulation of the attack

To evaluate the efficiency of the attack, its behav-
iour was tested by using Network Simulator (NS2)
[23]. An implementation of the attack, as well as
one from an iterative server, are described as
derived application classes from NS2.

A set of attacks have been tested within this envi-
ronment, and worrying results are derived, because
of the high effectiveness demonstrated. For exam-
ple, Fig. 9 shows the results obtained from an attack
simulation comprised of 1352 outputs. The attack
was launched against a server with 7, =3.0s and

var(ts) = 0.2. The traffic generated by the user, with
t, = 4.0, is close to keeping the server busy all the
time by itself. The parameters of the attack for this
example are: fongme =0.68, Iomime =2.7S, and
A=03s. On the other hand, RTT was set to
A47(0.65,0.28). As previously stated, a very high
level of efficiency is obtained, UPP = 4.59%, which
means that only 4.59 percent of legitimate requests
are attended to by the server, and the percentage
of generated mean idle time during a period of
attack is equal to 5.59%. On the other hand, an
effort value of E=388% was necessary to launch
this attack, which indicates that the traffic offered
to the server by the intruder approximates to four
times the capacity of the server.

The results obtained from the experiments show
that there are multiple attack configurations avail-
able for the intruder to be able to adapt the attack
to the desired aim. Thus, Fig. 10 represents the user
perceived performance versus the effort needed for a
subset of the experiments carried out. As can be
seen, it is possible to adjust the effort of the attack
and, therefore, the ability to bypass an IDS system
capable of detecting attacks at a given rate, by
reducing the value of ontime time, fonime, and/or
by increasing the interval, A, at the cost of a reduc-
tion in the effectiveness of the attack.

Although the above results show the potential
risks of the kind of attacks reported in this work,
it is still interesting to compare the proposed attack,
which presents a certain degree of intelligence, to
one that uses the same effort but without any intel-
ligence, that is, sending the packets in instants taken
from an aleatory distribution. The differences
between these two strategies are revealed in the
results shown in Fig. 11, where the values obtained
for the efficiency and rate indicators, UPP and
effort, corresponding to three different attacks are
illustrated. The service time in the server, f,, has
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Fig. 9. Figures for indicators of an attack in a simulated environment.
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Fig. 10. User perceived performance vs. effort for 25 different configurations (zynime and 4 values) of the low-rate DoS attack.
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Fig. 11. Comparison between intelligent and non-intelligent strategies for three different attacks.

been adjusted to A" = (5.0,0.2 s), and a traffic rate
from legitimate users with A =1/10 s packets/sec-
ond has been generated. For each of the three
attacks, both intelligent (“With int.” series) and
non-intelligent (“No int.” series) strategies have
been used. As can be observed, the results show
that, although the value of E is similar in both strat-
egies, the derived values for UPP indicate that
higher efficiency is achieved when running an intel-
ligent strategy.

25.00% 1
20.00% 1 16.92%

15.00% A
10.11%
10.00%

5.00% 1

Finally, let us consider what would happen if the
legitimate users increased their traffic rates so that
the aggregate traffic was greater than that generated
by the attack. We have made some experiments that
demonstrate that even under these conditions, an
intelligent attack attains a higher degree of DoS than
does a non-intelligent strategy. Fig. 12 shows the
results obtained for an attack carried out on a server
with a value for 7, of 4" = (5.05,0.2 5), as in the pre-
vious experiments, but with legitimate users trying to

2045%  1989%

ouPP
m Effort/10

0.00%
With int.

No int.

Fig. 12. Comparison between intelligent and non-intelligent strategies in a server flooded by legitimate users.
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reach the server at a rate of A = 1/1.66 packets/s. In
the absence of attack, a UPP = 33% is expected with
this type of traffic, due to the fact that the rate of the
users is higher than the service rate of the server. As
can be seen in Fig. 12, the intelligent attack (“With
int.” series) improves the value of UPP by up to
50% compared with that obtained in the non-intelli-
gent case (“No int.” series), which are worrying
results, even under these conditions.

In summary, the proposed attack seems to be
very effective in terms of the denial of service to
legitimate users. Moreover, its design allows the
attacker to tune the traffic rate sent to the server
in order to select a threshold, usually determined
by the sensibility of intrusion detection mechanisms,
that allows them to be bypassed.

6.2. Evaluation of the mathematical model

At this point, it is interesting to determine the
accuracy and precision of the formal expressions
of idle time and user perceived performance given
by the mathematical model proposed in Sections
5.2.1 and 5.2.2.

We performed a set of experiments based on the
simulation, using NS2, of scenarios with different
configurations for both the attack and server param-
eters. The results from these experiments have been
compared with the values derived from the mathe-
matical model, and a very good approximation
between them was obtained. Fig. 13 shows the corre-
sponding values of idle time for 13 simulations taken
from this set of experiments. The maximum variation
given by the model is 3.77%, with a mean value of
1.71%, which represents a very good approximation.

1027

Fig. 14 shows a similar comparison for 14 different
scenarios, where the user perceived performance is
evaluated. The results are shown in absolute values.
The values obtained from the model approximate
the simulated ones very well, with a mean variation
of 0.4% and a maximum variation of 1.46%.

Finally, Fig. 15 depicts the comparison of the
effort between both the simulation and the model
values, for 13 different simulations. It can be
observed that the model approximates the simulated
values very well, with a mean variation of 1.42%
and a maximum variation of 4.02%.

In summary, the accuracy of the approximations
made in the mathematical model confirms the valid-
ity of the model as a tool to evaluate the potential
effect of an attack designed with certain parameters.

6.3. Experiments in a real environment

The proposed attack has also been tested in a
controlled real environment to check its validity.
The selected server is an Apache web server that
observes the condition of serving requests in an iter-
ative way (ThreadsPerChild = 1). Although this
is not a typical example of an iterative server, it is
still useful for our purposes. The reason for the
adaptation of a web server to an iterative one is that
we plan to extend this kind of attack to concurrent
servers in a future project.

We assumed a client’s petition to consist of a
connection request to the server. The attack estab-
lishes connections and sends no messages on them,
letting the web server close the connection after a
timeout period specified by the Apache directive
Timeout. This timeout is a deterministic and fixed
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Fig. 13. Comparison between the obtained values of idle time from simulation and from the mathematical model, for 13 different

scenarios.
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Fig. 14. Comparison between obtained values of user perceived performance from simulation and from the mathematical model, for 14
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Fig. 15. Comparison between obtained values of effort from simulation and from the mathematical model, for 13 different scenarios.

value which corresponds, in our model, to the mean
service time, 7Z;. As discussed in previous sections,
the variance in the inter-output time observed by
the intruder, 7;, will be contributed to by variations
in the service time caused by the operation of the
server itself in a multiprocess environment within
a non-real time operating system, and also by the
variability of the round trip time.

The real scenario is analogous to the one consid-
ered for the theoretical analysis. The user traffic was
generated following a Poisson process. Intruder
software launches the attack from a single source.
Both legitimate and intruder traffic traverse a WAN
network to reach the server, with a round trip time
modelled with the distribution A4(17 ms,0.05 ms).
Traces on the users’ and the intruder’s side were
established to obtain the data necessary to calculate
the attack indicators.

Table 2 shows some experimental results and a
comparison between the real and predicted values
for different mean service times (7;) and user traffic

Table 2
Real and simulated attack performance
s fa UPP (%) Eﬁ"ort (%)
3 3.5 Simulated 104 260.8
Real 9.8 239.7
5 6 Simulated 5.7 213.1
Real 7.8 212.4
10 12 Simulated 3.0 198.3
Real 6.4 201.6
15 17 Simulated 3.0 197.5
Real 2.5 198.2
20 22 Simulated 3.0 197.5
Real 43 196.2
25 28 Simulated 1.8 197.9
Real 1.8 197.9

inter-arrival times (7,). These times were selected
in such a way that there was no congestion on the
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server when no attack was under way. The parame-
ters of the attack were tuned to 7,nime = 0.4 s and
A =0.4s for all the experiments.

It can be seen that in some cases even better
results in efficiency (lower UPP) can be obtained
for the attack in a real environment. Moreover,
differences can be appreciated between the simu-
lated and the real values. Such variations are due
to the difficulty of modelling the service time and
round trip time distributions.

Two conclusions can be drawn from these
results: (a) all the experiments made under simula-
tion seem to provide results that are good approxi-
mations of the behaviour in real environments, and
(b) the real impact of the attack is very high, show-
ing that these vulnerabilities could be easily
exploited in iterative servers.

7. Conclusions and future work

This paper presents an evaluation of the effi-
ciency and the rate of a new kind of attack. It is
based on the vulnerability present in iterative serv-
ers, which consists in the possibility of forecasting
statistical metrics about the behaviour of the server.
This vulnerability makes it possible to carry out a
denial of service attack on the server.

Although this kind of attack could be achieved as
a brute-force attack, its main characteristic is that it
can make use of low-rate traffic to subvert the
provided service. Thus, it is possible to tune the
parameters of the attack in order to select appropri-
ate values for the efficiency and the amount of load
generated in the target server. This characteristic
makes it possible, under certain circumstances, to
bypass existing IDS systems intended to protect
the attacked server, thus creating what is currently
a non-detectable threat.

Although there are similarities with the kind of
attacks presented in [13], there are also differences,
namely that the attack presented here works at the
application level, and takes advantage of knowledge
of the inter-output times in the server to keep it con-
stantly engaged serving requests from the intruder.
On the other hand, the similarities imply the existence
of a family of DoS attacks, characterized by a low-
rate traffic that is shaped by the estimation of a spe-
cific timer or system behaviour on the server side.

The fundamentals and design of a possible attack
to exploit the vulnerability described have been
explained. We have confirmed that such an action
could be very efficient and that it could be easily car-

ried out. Moreover, its behaviour is neither detect-
able by parsing the packets that arrive at the
server, due to the fact that they are similar to the
users’ requests, nor is it noticeable by high-rate
analysis detection.

As future work, we plan to extend the study of
these kinds of attacks to concurrent server environ-
ments. Methods for detection of and response to
these attacks should be developed, as should meth-
ods to prevent their potential harmful effects.
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